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• Classification of code comment dataset in C language

• Initially proposed at the Information Retrieval for Software Engineering

(IRSE) workshop at the Forum for Information Retrieval Evaluation

(FIRE)

• Evaluation of usage of LLMs to augment dataset synthetically

• RQ1: Can symbolic learning help LLMs generate more diverse data

samples?

• RQ2: Can symbolic learning overcome the output limitation of LLMs for

data generation?

• RQ3: Can symbolic learning make LLM data generation more

explainable?



Dataset - Seed 4

• 11452 code comment pairs in C language

• Comments labeled Useful or Not Useful

• 7063 Useful samples

• 4389 Not Useful samples

• Dataset curated from real GitHub projects



Dataset – Augmentation by Examples 5

• Generation from examples

of synthetic data with

ChatGPT 3.5

• 1000 samples generated,

421 unique samples

retained

• 411 labeled Useful, 10

labeled Not Useful

• Limit on sample diversity

and output token for

generation
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• Algorithm that breaks down

meanings of concepts into

less complex concepts

• Used to generate ruleset of

17 rules from C guidebook

(21st Century C: C Tips from

the New School)

• Rules are prompted into

ChatGPT 3.5 to re-learn

coding etiquette and

generate better synthetic

data



Proposed NeSy Framework 7

• Prompting ChatGPT with

semantic rules = more

controlled data generation

• Tour de force: prompt LLM to

output Python script and

generate data abiding by

ruleset

• Mechanism open to human

validation for more control

over generated data



Dataset – NeSy Augmentation (1) 8

• Formal rules allow LLM to

generate data in the correct

code-comment-label format

• LLM generates more diverse

samples

• LLM learn difficult coding

principles like correct

variable assignment and

naming convention

• The power of LLM labeling

the data is retained



Dataset – NeSy Augmentation (2) 9

• Script generation enables

human validation on rule-

building logic and data

generation mechanism

• Script is parametrizable and

can control number of

generated samples and

labels

• 5000 new samples

generated, evenly split

between Useful and Not

Useful classes



Experimental Setup (1) 10

• Feature engineering: code + comment in each pair vectorized as

vectors of size 768

• Vectorization model based on Sentence Transformers fine-tuned on

CodeSearch data

• Label prediction on augmented datasets using 3 classification models

• Phase 1 dataset (baseline): seed + augmented by examples (11873

samples)

• 7474 Useful, 4399 Not Useful

• Phase 2 dataset: baseline + augmented by NeSy framework (16873

samples)

• 9974 Useful, 6899 Not Useful



Experimental Setup (2) 11

• Phase 1 & 2: SMOTE applied to balance class distribution at 50% each

• Phase 1 & 2: K-Fold Cross Validation with 10 splits and 3 repetitions

• Classification models:

• Classifier A: Random Forest

• Classifier B: Neural Network (2 hidden layers; 20 neurons followed

by 10 neurons)

• Classifier C: Voting Classifier (majority vote among 3 classifiers)

• Classifier A

• Classifier B

• Linear SVC



Results (1) 12

• Voting Classifier and Neural Network neck-and-neck in performance

• Addition of synthetic data does not skew model performance

• Increase in scores over all metrics and all models reflects quality of

generated synthetic data



Results (2) 13

• Augmentation by examples (Neural) and augmentation by NeSy

(Symbolic) yield positive increase in performance (around 1% each)

• Increase in performance is no indicator alone of quality of data

• Augmentation by NeSy controls diversity, balance and number of

samples
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• RQ1: Can symbolic learning help LLMs generate more diverse data

samples? Yes

• RQ2: Can symbolic learning overcome the output limitation of LLMs for

data generation? Yes

• RQ3: Can symbolic learning make LLM data generation more

explainable? Yes

• Work consolidates NeSy methodology for synthetic data generation

• Opens the door for solutions to data scarcity problem in different

domains
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